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Abstract

Reinforcement learning is a machine learning sub-field, involving an agent perform-

ing sequential decision making and learning through trial and error inside a predefined

environment. An important design decision for a reinforcement learning algorithm is

the return formulation, which formulates the future expected returns that the agent re-

ceives after following any action in a specific environment state. In continuing tasks

with value function approximation (VFA), average rewards and discounted returns can

be used as the return formulation but it is unclear how the two formulations compare

empirically. This dissertation aims at empirically comparing the two return formula-

tions. We experiment with three continuing tasks of varying complexity, three learning

algorithms and four different VFA methods. We conduct three experiments investi-

gating the average performance over multiple hyperparameters, the performance with

near-optimal hyperparameters and the hyperparameter sensitivity of each return formu-

lation. Our results show that there is an apparent performance advantage in favour of

the average rewards formulation because it is less sensitive to hyperparameters. Once

hyperparameters are optimized, the two formulations seem to perform similarly.
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Chapter 1

Introduction

Reinforcement learning is a machine learning sub-field that involves sequential deci-

sion making inside a predefined environment. In reinforcement learning, an agent is

trained through trial and error to perform decisions in order to solve a particular task.

The agent receives a reward signal as feedback based on its chosen action and the

environment states the agent is in. The agent’s goal is to maximise that reward signal

over time. Reinforcement learning has had some impressive accomplishments [1, 2, 3],

which is why it has grew in popularity over the past decade [4].

In many reinforcement learning methods, in order for the agent to make informed

decisions at each state of the environment, the agent needs to predict the return that

it will receive following a policy from that state. The way that the future expected

returns are formulated is referred to as the return formulation and it is a very important

design decision when creating a reinforcement learning algorithm. That is because

it can affect the performance of the agent on the reinforcement learning task greatly.

Discounted returns are the most common return formulation, which weight the future

rewards based on their immediacy (short term rewards are more valued that long term

rewards). Average rewards is another return formulation, which does not differ the

weight between short term and long term rewards, regarding them both as equally

important.

In reinforcement learning, the environment complexity can vary, with more com-

plex environments having more states the agent can be in or more actions the agent can

perform. In many traditional methods, the expected return of each action from each

state is stored in a matrix with the action space and the state space being the matrix

dimensions. Unfortunately, when an environment is complex and its state space or

action space are large, it is impractical to use a matrix. That is, because it will need
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Chapter 1. Introduction 2

a lot of time to be fully updated with accurate estimates of the expected returns and

because it might not be able to fit in the computer’s memory. For these reasons, value

function approximation is used. Value function approximation involves the use of a

parameterised function of environment features, whose parameters are learned during

training.

At the time of writing, there has been limited work investigating the empirical

performance difference between the two return formulations mentioned above. Theo-

retical work by Tsitsiklis and Van Roy [5] and Sutton and Barto [6] suggests that the

two return formulations should perform similarly, but neither work has been supported

by empirical results. On the other hand, empirical work performed by Mahadevan

[7] and Schwartz [8], suggests that average rewards outperform discounted returns in

terms of average rewards acquired at convergence and speed of convergence. In both

of these cases though, simple environments were used that did not require the use of

value function approximation. In 2019, an empirical comparison between the two re-

turn formulations with VFA was performed by Descause [9]. In that comparison it

was shown that average rewards outperform discounted returns and it was hypothe-

sised that that might have been because the action-values were easier to estimate when

average rewards were used. Unfortunately, limited evidence was provided to support

that claim.

This work is a continuation of the work done by Descause [9]. As discussed in

our IPP [10], we aim to answer the following research question: How do average re-

wards and discounted returns compare empirically and why are empirical performance

differences seen in practice ?

Given the results of Mahadevan [7], Schwartz [8], and Descause [9], we initially

hypothesise that average rewards will indeed perform better than discounted returns

in terms of average rewards acquired at convergence and in terms of the speed of

convergence. We also hypothesize that the difference in performance is caused by

the action-value estimation difficulty being different across the return formulations,

as discussed by Descause [9]. This difficulty difference means that we expect the

performance difference to get smaller as the VFA complexity is increased. In order

to assess our hypotheses, we experiment with four different VFA methods of vary-

ing complexity and with three different learning algorithms on three different tasks of

varying complexity. We investigate the performance of each formulation in terms of

the average rewards that we acquired at the time the VFA had converged and in terms

of how many steps were needed for the VFA to converge. This was performed by
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looking at the average training curve of the best performing 30% of the hyperparame-

ter combinations sampled. We also consider the performance of each formulation with

near optimal hyperparameters by looking at the training curve of the single best per-

forming hyperparameter combination. The results from these two experiments do not

support our initial hypotheses and thus we form a new hypothesis relating the differ-

ences observed in performance of the two formulations to hyperparameter sensitivity.

We further validated this new hypothesis by looking at the distributions of the average

rewards acquired at convergence for both formulations and observing that the distribu-

tions for the average reward formulation were more narrow and centred around higher

values than the distributions for the discounted return formulation.

This report is divided into chapters. In Chapter 2, we give an overview and ex-

plain all background concepts that are used in this work. In Chapter 3, we provide a

description of the methods used for the the experiments and their implementations. In

Chapter 4, we present and discuss the the results from all experiment setups. Finally,

in Chapter 5, we summarize our findings and give some conclusive remarks.



Chapter 2

Background

2.1 Reinforcement Learning

The field of machine learning is commonly segmented into three general categories that

describe the way that machine learning models learn to solve a task. These three cate-

gories are supervised learning, unsupervised learning and reinforcement learning. The

first two categories learn using collected and pre-processed data that is available before

the model starts being trained. Reinforcement learning (RL) involves an agent solving

a task through sequential decision making inside a predefined environment. As it can

be understood from the name, the desired behaviour of the agent is learned through

reinforcement (rewarding desired behaviour and penalising undesired behaviour), sim-

ilar to the way that humans learn to behave. In the past decade, reinforcement learning

has grown in popularity [4] with very impressive achievements such as playing rule

based games with superhuman performance [1], learning how to walk without human

input [2] or learning how to manipulate a robotic arm to solve a Rubik’s cube [3]. A

more formal definition of RL problems and their components can be seen in Section

2.2.

2.2 Markov Decision Processes

In RL, problems are defined using Markov Decision Processes (MDPs) [11]. MDPs

are described by Sutton and Barto [6] as a formalisation of sequential decision mak-

ing in which actions not only affect immediate states and immediate rewards but also

future states and future rewards. An MDP is defined through its four components, the

state space S, the action space A, the environment dynamics, and the reward space

4



Chapter 2. Background 5

R. In MDPs, the entity which does the learning and is making decisions is called the

agent. At each time-step t, the agent interacts with the environment, which includes

everything that is not the agent [6]. This interaction comprises of the agent being in

a state St ∈ S taking an action At ∈ A and the environment responding by giving the

agent a new state to be in St+1 ∈ S and a reward Rt ∈ R. The state St+1 and the rewards

Rt returned to the agent at each time-step t are decided by the environment dynamics

which are defined as a conditional probability:

P(s′,r|s,a) .
= Pr{St = s′,Rt = r|St−1 = s,At−1 = a}

Additionally, the environment dynamics include the transition function defined as:

P(s′|s,a) .
= Pr{St = s′|St−1 = s,At−1 = a}= ∑

r∈R
P(s′,r|s,a)

as well as, the expected rewards function defined as:

r(s,a) .
= E[Rt |St−1 = s,At−1 = a] = ∑

r∈R
r ∑

s′∈S
P(s′,r|s,a)

An MDP is controlled through a policy π. A policy is a mapping between each state

and the probabilities of selecting each action from that state [6]. A policy can be

understood informally as the agent behaviour. As described in Sutton and Barto [6],

solving an RL task means finding a policy that maximises the reward acquired by the

agent.

2.3 Continuing and Episodic Tasks

RL problems can widely vary and for that reason they are divided into two main cat-

egories, describing the task’s temporal characteristics: continuing tasks and episodic

tasks. Episodic tasks are the most common type of tasks in reinforcement learning

and are characterised by the notion of a final time-step T or a final environment state

ST which practically divides the training time into episodes. An example of such a

task is the game of chess with the final state being a checkmate or a stalemate posi-

tion. Continuing tasks on the other hand don’t have the notion of a final time-step or

environment state. In such tasks, as the name suggests, the agent interacts with the en-

vironment continuously and indefinitely (T = ∞). An example of such a task is stock

trading, which is performed indefinitely with no moment at which the trading stops.
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2.4 Average Rewards and Discounted Returns

As we described earlier, in reinforcement learning the agent learns through reinforce-

ment. Informally, as described by Sutton and Barto [6], the agent’s goal is to maximise

the total amount of reward it receives from the environment through their interaction.

Thus, at every time-step, the agent goal is to choose the action which maximises the

expected return Gt . For that reason, the way that the return is formulated is a very

important part in solving an RL problem.

A naive approach to return formulations would be to sum all the expected future

rewards as shown below.

Gt
.
= Rt+1 +Rt+2 + ...+RT

Such formulation would not be practical because those future rewards would grow

infinitely if the task is continuing or cyclical and there is no final state. This is imprac-

tical because, based on the environments reward function, Gt can be equal to ∞, −∞

or 0 for every t. For that reason, in most reinforcement learning environments, dis-

counted returns are used as the return formulation. This return formulation introduces

the concept of discounting, which is weighting future rewards based on their immedi-

acy. That means that immediate rewards given to the agent are more important (have

higher weight - lower discount factor) than potential future rewards. The discounted

return is defined in the equation below.

Gt
.
= Rt+1 + γRt+2 + γ

2Rt+1 + ...=
∞

∑
k=0

γ
kRt+k+1

where 0 < γ < 1 is the discount factor.

Another return formulation that exists for such continuing and cyclical tasks is

the average rewards formulation. In such formulation, the incremental average of the

rewards while following a policy, is used to evaluate the policy. The average reward

formulation is defined in the equation below:

Gt
.
=

∞

∑
k=0

Rt+k+1− r(π)

where r(π) is the incremental average reward obtained by following policy π. This is

updated every time-step using the update rule below:

r(π) = r(π)+β∗δ
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with β is a weight variable that inflates the values of recent returns in the average and δ

being the error term from the action-value function update (further explained in Section

2.5).

In some tasks, the use of discounting is crucial for the agent to be able to solve a

task successfully. An example of such task would be stock investing and stock trading.

In investing, immediate monetary gains are seen as more valuable than future monetary

gains because the money earned can be re-invested in the market which may lead to

even more gains overall.

In other tasks though, prioritising the immediacy of the reward is not important for

solving the task, but may even actually hinder the agent’s performance. In such tasks,

average rewards are more commonly used. An example of such a task is Tetris [12]. In

Tetris, the agent is tasked to form horizontal lines by placing differently shaped blocks

inside a rectangular space. When horizontal lines are formed the blocks that made

those lines disappear and the score increases. The agent is able to acquire short term

mediocre reward by forming a complete line as fast as possible. But, the agent can also

acquire the long-term high reward by waiting and forming multiple complete lines at

the same time (known as a Tetris).

2.5 Learning Algorithms

As mentioned previously, the policy that achieves maximal return is learned through

training. During training, two functions are learned when using some RL learning

algorithms, the state-value function and the action-value function. The former, maps

each state to the expected return following policy π from that state and is defined

below:

V (St) := E[Gt |St ]

The latter function, maps the expected return of each action at each state in the envi-

ronment to the respective action and state. This is defined formally below:

Q(st ,at) := E[Gt |st ,at ]

Where Gt , is the expected return, at is the action evaluated at time-step t and st is

the environment state evaluated at time-step t. During training, the value of Q(St ,At)

is learned for each action and state, and thus by the end of training, it is hoped that

the agent can choose the best action for every state. Below we go over three learning

algorithms used to estimate the action-value function Q(St ,At). For all algorithms, we
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consider an epsilon-greedy policy. With such policy, the agent chooses its next action

uniformly at random with a probability ε and greedily (chooses the action with the

highest action-value function) with a probability 1− ε.

2.5.1 Q-Learning

Q-Learning [13] falls into the category of off-policy learning algorithms. This means

that the optimal action-value function is directly approximated independently of the

agent’s policy [6]. In the case of Q-Learning, the next action considered in the update

rule is only chosen greedily. The update equation of Q-Learning using the two different

return formulations can be seen below:

Discounted Returns:

Q(St ,At)← Q(St ,At)+α [Rt+1 + γ∗maxaQ(St+1,a)−Q(St ,At)]︸ ︷︷ ︸
δt

where α represents the learning rate and γ the discount factor.

Average Rewards:

Q(St ,At)← Q(St ,At)+α [(Rt+1− r(π))+maxaQ(St+1,a)−Q(St ,At)]︸ ︷︷ ︸
δt

where α again represents the learning rate and δt represents the Temporal Difference

error between the previous estimate of the action-value function (Q(St ,At)) and the

current, better estimation of the action-value function (Rt+1 + γ ∗maxaQ(St+1,a) or

(Rt+1− r(π))+maxaQ(St+1,a)).

The Q-Learning algorithm pseudocode can be found in Appendix A.

2.5.2 SARSA

Contrary to Q-Learning, SARSA [13] is an on-policy learning algorithm. This means

that the next action in its update rule is chosen according the agent’s epsilon-greedy

policy. The update rules of SARSA using the two different return formulations can be

seen below.

Discounted Returns:

Q(St ,At)← Q(St ,At)+α [Rt+1 + γ∗Q(St+1,At+1)−Q(St ,At)]︸ ︷︷ ︸
δt
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Average Rewards:

Q(St ,At)← Q(St ,At)+α [(Rt+1− r(π))+Q(St+1,At+1)−Q(St ,At)]︸ ︷︷ ︸
δt

The SARSA algorithm pseudocode can be found in Appendix A.

2.5.3 Overestimation Bias and Double Q-Learning

It has been argued by Van Hasselt et al. [14], Van Hasselt [15] and Dankwa and Zheng

[16], that when Q-Learning is used with discounted returns, the agent overestimates

the value function which leads to instability, reduction in the speed of convergence and

sometimes reduction in final performance. This is often referred to as ”Overestimation

Bias” and it was first addressed by Van Hasselt [15], by the introduction of Double

Q-Learning.

Double Q-Learning, similarly to Q-Learning, is an off-policy algorithm which uses

two different action-value functions QA and QB during training. In practice, one action-

value function is used to update the other action-value function. Which of the two

action-value functions is updated at the current time-step is chosen uniformly at ran-

dom. The update rule (when updating QA) for Double Q-Learning can be seen below:

Discounted Returns:
A′← maxaQA(St+1,a)

QA(St ,At)← QA(St ,At)+α [Rt+1 + γ∗QB(St+1,A′)−QA(St ,At)]︸ ︷︷ ︸
δt

Average Rewards:
A′← maxaQA(St+1,a)

QA(St ,At)← QA(St ,At)+α [(Rt+1− r(π))+QB(St+1,A′)−QA(St ,At)]︸ ︷︷ ︸
δt

The Double Q-Learning algorithm pseudocode can be seen in Appendix A.

2.6 Value Function Approximation

As it was previously discussed, reinforcement learning problems are formulated using

MDPs. MDPs are partly defined by the states S and the actions A that can be taken

from each state.
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The expected return Gt of each action in each state is given by the action-value

function Q(St ,At). Traditionally, the action-value function is represented by a table or

matrix (referred to as the Q-table) whose dimensions are the environment’s states and

the environment’s actions. Methods that use such data structure for the action-value

function are called Tabular RL methods. In complex environments though, such as

chess whose state space complexity is 1042 [17], the state space and the action space

can be so large, that tabular RL methods are impractical. That is because of two main

reasons. Firstly, finding a policy that solves the task might require the agent to visit

all environment states and perform all actions multiple times in order to fully update

the Q-table. If the state and action space is too large, then that would take too much

time and thus the learning algorithm would not be able to converge within a reasonable

amount of time. Secondly, if the environment is too complex then the look-up table

will not be able to fit into the computers memory.

For these reasons, Value Function Approximation (VFA) is used instead of a look-

up Q-table. In VFA, a parameterised function of different environment features is used

to approximate the Q-table. During training, the parameters of this function are esti-

mated in order for the VFA to approximate the real value function. In the subsections

below, we explain the different VFA methods used in this report.

2.6.1 Linear VFA

The simplest, both conceptually and mathematically, VFA method that is seen in this

report’s experiments is linear VFA. In linear VFA, the approximate value function is

a linear function of the environment state feature vector x(s) = (x1(s),x2(s), ...,xd(s)).

Linear VFA approximates the value function by taking the inner product of the state’s

features vector x(s) and a weight vector w, which is the same size as the features vector.

Linear VFA’s formula can be seen below:

v̂(s,w) .
= wT x(s) .

=
d

∑
i=1

wixi(s)

Where v̂(s,w) is the approximate state-value function, w is the weight vector, x(s) is

the state’s feature vector and d is the length of the weight and feature vector.

2.6.2 Polynomial Basis Function VFA

Polynomial Basis Function VFA is not a completely different VFA method but rather

a method to increase the complexity of the functions that can be approximated by
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linear VFA. This is done by expanding the state’s feature vector through raising the

features to a degree as well as taking the product of the combination of features. For

example, if the state’s s′ feature space consists of two features a and b, the original

feature vector will be x(s′) = [a,b] while the expanded feature vector when 2nd degree

polynomial basis functions are used will be x(s′) = [a,b,a2,b2,ab]. By the same logic,

when 3rd degree polynomial basis functions are used, the feature space will be x(s′) =

[a,b,a2,b2,ab,a2b,ab2,a3,b3].

2.6.3 Deep VFA

Deep learning VFA refers to the idea of using an artificial neural network (NN) to ap-

proximate the value function. This idea was popularised by Mnih et al. [18] with the

introduction of Deep Q-Networks and the achievement of playing Atari games with

human level performance. NNs can be thought of as a network of computational units

that are arranged in layers. These computational units can perform linear computations

and non-linear computations through the use of activation functions. The connections

between the units have weights, similar to the ones in linear VFA, which are tuned

through training to best approximate the value function. Each layer in an NN aims

at automatically extracting and weighting different features from the original feature

vector input or from the output of the layer previous to it. The first and simplest type

of neural network is the feedforward neural network, whose names refers to the com-

putations going ”forward” from layer to layer [19].

VFA methods, like the ones explained above, solve the problems caused by com-

plex environment as they do not have such large memory requirements. They also do

not require the agent to visit all states because a single update to the functions param-

eters affects the function’s output for the whole state space.

2.7 Related Work

The literature that has been produced which compares the empirical performance of

average rewards and discounted returns is limited. Theoretical work on the topic was

performed by Tsitsiklis and Van Roy [5], in which it was argued that the performance

of the two return formulations should be similar. The arguments presented in paper

though, apply to policy evaluation and not policy improvement and thus do not guar-
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antee the same results in our experimental setup nor with the rest of the empirical work

done. Also, the arguments in the paper are purely theoretical and there are no empiri-

cal results to support them. A similar argument is done by Sutton and Barto [6], who

argue that in theory the two return formulations should not have differences in perfor-

mance, as optimizing discounted returns over the steady state distribution is similar to

optimizing average rewards. That is, because the two return formulations are inversely

proportional to each other by a factor of 1− γ as the average of the discounted returns

is always r(π)/1− γ.

The empirical work that is done on the topic argues that the two return formulations

perform differently, contradicting previous theoretical work. An empirical comparison

was made by Schwartz [8], in their 1993 paper which introduces R-Learning, a Q-

Learning alternative using average rewards [8]. In the paper, the authors find a perfor-

mance advantage for average rewards but the paper only involves simple tasks that do

not require VFA. These results were validated by Mahadevan [7], who conducted more

experiments with R-Learning on simple tasks with no VFA. Again it was concluded

that with the appropriate tuning, R-Learning was performing better than Q-Learning

in terms of average reward acquired as well as time needed for convergence. Addi-

tionally, in his MSc thesis, Descause [9] studied the empirical comparison between the

two return formulations in continuing tasks with VFA and further validated that there

was a performance difference between the two formulations. The author experimented

with two different learning algorithms (Q-Learning and SARSA) and two different

VFA methods (linear and deep learning) on three tasks. A consistent performance

advantage was observed for average rewards again both in terms of average rewards

acquired when the VFA had converged and the time needed for the VFA to converge.

The performance difference between the formulations was getting smaller as the VFA

complexity increased. It was hypothesised that the performance difference was caused

by the action-values being easier to estimate when using average rewards and even

though some empirical evidence supported the hypothesis it was not complete.

In general, there has been an increase in the number of papers studying average

rewards and introducing average reward based learning algorithms. In their recent

review, Dewanto et al. [20] go over a variety of model-free learning algorithms as well

as tasks in continuing environments. Additionally, two papers [21, 22] were presented

in 2021 International Conference on Machine Learning, again introducing learning

algorithms that optimised average rewards rather than discounted returns.

As mentioned in Chapter 1, this work is an extension of the work by Descause [9].
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We extend the work by experimenting with Double Q-Learning, in order to eliminate

the effect that overestimation bias might have on the results. We also extend the work

by experimenting with two additional VFA methods, 2nd and 3rd degree polynomial

basis VFA, which should additionally test whether the performance difference between

the formulation is getting smaller as VFA complexity increases. Moreover, we train all

algorithms for more time-steps than what was done by Descause [9], in order to ensure

all VFA methods convergence in all experiment configurations. Finally, we investigate

the hyperparameter sensitivity as a factor of the formulations’ performance.



Chapter 3

Methodology

3.1 Learning Algorithms

We conduct experiments with the three algorithms that were introduced in Chapter 2,

namely, Q-Learning, SARSA and Double Q-Learning. Q-Learning and SARSA were

chosen for the sake of completeness, given that they are off-policy and on-policy al-

gorithms. As explained in earlier sections, Double Q-Learning was chosen to alleviate

instabilities and performance drops caused by overestimation bias. Because overes-

timation bias is something caused by the combination of Q-Learning and one of the

return formulations we are comparing, it was important to eliminate any of its effects

when comparing the two return formulations. This should provide more concrete re-

sults and make drawing conclusion from results easier.

As done by Descause [9], all the parameters of the three algorithms were reused

from the paper by Mnih et al. [13] except for the learning rate α, the discount factor γ

and the weight factor β. The methodology for sampling these hyperparameters for the

comparison is explained in Section 3.4. Asynchronous methods with multiple parallel

agents were used for training for all algorithms. Such methods allow the simultane-

ous training of multiple parallel agents across multiple environment instances while

using and updating the same value function [13]. Asynchronous methods were used

in order to prevent correlated updates to the value function. Correlated updates occur

when the environment feature vector between multiple VFA updates is very similar,

which can lead to overfitting [13, 18]. This is very common as consecutive states have

similar feature vectors. Correlated updates slow down or even prevent learning [13].

Thus, asynchronous methods enabled learning and reduced convergence time. For all

algorithms, 4 parallel agents were trained for 6 million steps across all of them, as

14
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this was enough to assess performance at convergence. As done by Descause [9], we

used the same exploration method that was used by the original asynchronous methods

paper [13]: each parallel agent’s ε parameter was annealed to either 0.1, 0.001 or 0.5

with probabilities 0.4, 0.3 and 0.3 respectively. In this work though, the use of ran-

dom seeds, kept the value that each parallel agent’s ε was annealed to consistent across

experiments with the different return formulations. This ensured that no performance

advantage is given to either formulation based on the values that ε was annealed to.

Also, the epsilon decay is performed linearly over the last 80% of the training steps.

3.2 VFA Methods

For the return formulation comparison, four different VFA methods were experimented

with. These include linear VFA, linear VFA with 2nd degree polynomial basis func-

tions, linear VFA with 3rd degree polynomial basis functions and deep learning VFA.

Similarly to what was done by Descause [9], linear VFA was modeled as a feed-

forward neural network consisting of no hidden layers. The deep learning VFA was

modelled as a feed-forward neural network with 2 ReLU [23] activated, hidden layers

whose architectures changed with every task in order to scale to its complexity. This

was done by using (sizeinput− sizeout put)/2 neurons in each of the 2 hidden layers.

For task 3, a Convolutional Neural Network [24] architecture was used for the

deep learning VFA, similar to the one used by Descause [9]. The architecture involved

parallel processing with two parallel, ReLU activated, convolution layers. The first

convolution layer has a 3x3 mask and is followed by a Max Pooling layer [25] with a

2x2 mask, another convolution layer with a 3x3 mask and another Max Pooling layer

with a 2x2 mask. The second convolution layer has a 5x5 mask and is followed by just

one Max Pooling layer with a 2x2 mask. The output of the two parallel convolutional

layers was concatenated and passed through a ReLU activated, feed-forward neural

network with 50 neurons.

In order to use polynomial basis functions, the state’s feature vector was expanded

based on the degree of the basis functions. Additionally, the neurons of the linear

model input layer were increased to equal the size of the expanded state feature vector.

All VFA models were used with all learning algorithms.
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3.3 Tasks

Three tasks of varying complexity were used. These tasks are the same tasks that were

used by Descause [9]. We chose to experiment with the same tasks because it would

aid in any result comparison between this work and the work of Descause [9] as it

would remove one factor of variability if different conclusions are drawn. All tasks are

continuing tasks with large enough state and action spaces that warranted the use of

VFA. More details on each task are given in the following subsections.

3.3.1 Task 1: Access-Control Queuing

The first task is an access-control queuing task originally proposed by Sutton and Barto

[6]. The task consists of a queue in which customers of different priorities wait before

getting assigned to one of ten servers. Each customer has priority 1, 2, 4, or 8 with all

being equally likely. The reinforcement learning agent has to decide whether or not he

will assign the customer at the front of the queue in a server. The reward that the agent

receives when a customer is successfully assigned to a server is equal to the customer’s

priority. The agent receives a reward of -1 if a customer is accepted when all servers

are full. At each time-step, a server becomes free with a probability of 0.06.

The state feature vector is an 11 element vector containing the priorities of the

first 10 elements of the queue and the number of available servers. Given 4 possible

priorities per customer and 10 servers in total, the state space consists of around 1.048∗
107 different states. Two actions are available to the agent at every time-step. The total

number of action-values is thus 2.096∗107. A visual representation of the environment

of task 1 can be seen in Figure 3.1.

3.3.2 Task 2: Factory Production Simulation

The second task is a factory production simulation task originally proposed by Ma-

hadevan et al. [26]. The task involves a factory machine that can produce either one

of five products. Each product can be assigned to a buffer whose size is conditioned

on which of the five products it stores (30, 20, 15, 15 and 10). Each product has dif-

ferent demand frequency and a different price (9, 7, 16, 20 or 25). Production failures

can occur which force a repair and halt production until repair is finished. Production

failures are avoided by periodic maintenance. During maintenance, no production can

be performed but that is for a shorter period than a repair. When no maintenance, no
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Figure 3.1: A visualisation of task 1, with the first 10 customers in the queue shown

vertically and the servers shown horizontally. Each customer has a different colour

representing their priority, with lighter colours indicating higher priority.

production or no repair is performed, the agent must decide which of the five products

to produce or whether to start performing maintenance.

If production of either one of the five products is chosen, the production cannot stop

unless there is a production failure or the product’s buffer is full. The agent is given

reward equal to a products price if demand for that product arrives and if there is any

of that product stored in its buffer. The agent is given reward of -5000 if a production

failure occurs and is also given a reward of -500 if maintenance is performed.

The state feature vector is of size 6 and consists of the number of products in each

of the 5 product buffers and the time until the last repair or maintenance. Because, the

last feature is theoretically not bounded, we cant compute the size of the state space,

as it would be infinite. Assuming the last feature is on average in the range of [0,

1000], the state space would be equal to 1.35 ∗ 109. The action space consists of 6

actions. Thus the total number of action-values would be 8.1∗109. A visualisation of

the environment’s state representation can be seen in Figure 3.2.
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Figure 3.2: A visualisation of task 2. The buffers and the amount of products they

have stored in them can be seen stacked vertically, while the number of days before a

maintenance or repair can be seen at the bottom.

3.3.3 Task 3: Catching Falling Objects

The third task is a game where the agent has to catch as many falling objects as possi-

ble and was introduced by Descause [9]. The task’s environment is a 10x10 grid where

objects fall vertically. The agent stays in the bottom row and can move only horizon-

tally in that row. Objects are placed in any row with 0.5 probability and are uniformly

placed across columns. At each time-step, the objects fall by one row, thus moving

towards the agent. If the agent is at the same column as an object, when the object has

reached the final row, a reward of 1 is acquired by the agent. The state’s feature vector

is the flattened 10x10 grid, thus a vector of length 100. Objects are represented by the

value of 255 on the feature vector. The first 9 rows can have 11 different configura-

tions each, as for each row an object can be present in one of the 10 columns or be

absent completely. The last row can have 100 configurations as there are 10 different

positions for the agent (1 for each column) and objects may appear in 10 different posi-

tions along the row. Taking all this into account, the state space consists of 2.35∗1011

states. Given that three actions are available to the agent (moving left, moving right

or not moving) at each time-step, the total number of action-values is 7.07 ∗ 1011. A

visualisation of the environment’s state representation can be seen in Figure 3.3.
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Figure 3.3: A visualisation of task 3. The white blocks represent falling objects while

the grey block represents the agent.

3.4 Hyperparameter Selection

Hyperparameter selection was performed by running multiple runs of each learning

algorithm, VFA and task combination, each of which had randomly sampled parame-

ters. For task 1 and task 2, 100 sample runs were executed while for task 3, 50 sample

runs were executed. This hyperparameter search was done in order to ensure that all

methods tested and ultimately compared would be optimised to a similar extent. As

discussed previously, the hyperparameter that were tuned were the ones relating to the

update rules of the learning algorithms, namely the learning rate α, the weight factor β,

and the discount factor γ. The two former parameters were sampled from a log-uniform

distribution with 10−5 as the lower bound and 1 as the upper bound. The latter hyper-

parameters was sampled again from a log-uniform distribution but with 0 as the lower

bound and 1− 10−5 as the upper bound. The results of the random hyperparameter

sampling are visualized using scatter-plots in Appendix B.

3.5 Evaluation

In order to compare the performance of each formulation, we had to compare the agents

on the greedy policy that they have learned without random exploratory actions. In
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order to do this, every 200,000 steps for task 1 and 2 and every 1,000,000 steps for

task 3, the VFA parameters were saved and 5 runs, of 25,000 steps each, were run

using the saved parameters. The final performance result would be the average of

these 5 runs. In order to maintain consistency between the evaluation runs for each

return formulation, 5 random seeds were used for the environments random events in

these evaluation runs.

3.6 Comparison

The comparison between the two formulations is done both qualitatively and quantita-

tively.

As mentioned in Chapter 1 and in our project proposal ??, our hypothesis is that

average rewards will perform better at convergence, in terms of average rewards ac-

quired, and will converge faster than discounted returns. We also hypothesize that

as the complexity of the VFA increases, the performance difference between the for-

mulations should decrease. In order to test these hypotheses we will compare the

performance of the two return formulations from the best performing 30% of the hy-

perparameter combinations found for each experiment configuration (combination of

algorithm and VFA method). This means that we will report the performance of the

top 30 hyperparameter combinations for task 1 and task 2 and of the top 15 hyperpa-

rameter combinations for task 3. This experiment setup allows the investigation of the

performance variability across multiple hyperparameters in terms of both the speed of

convergence and average reward acquired at convergence. This setup also allows the

validation of the results by Descause [9] as a similar setup was used in that work.

In order to further validate any performance differences that were seen from the

results of the first experimental setup and verify that such performance difference can

be seen when the optimal hyperparameters for each experiment configuration are cho-

sen, we also compare the performance from the single best performing hyperparameter

combinations for each experiment configuration. In order to eliminate the variability

in performance that can occur across runs, we run each experiment configuration with

its optimal hyperparameters 10 times with 10 different random seeds. The use of ran-

dom seeds ensures that random environment events stay consistent when the different

return formulations are tested in each experiment configuration.

For both of the last two experiment setups, training curves will be created that show

the average performance, as well as highlight the 95% confidence interval. This will
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ensure that both the average rewards acquired at convergence and speed of convergence

can be assessed. Additionally, it will show the training stability of each experiment

configuration which will allow investigating the advantages of Double Q-Learning over

regular Q-Learning.

Lastly, we will analyze the hyperparameter sensitivity of each return formulation.

This is done by looking at the distribution of average rewards acquired at VFA conver-

gence through histograms.

In terms of quantitative evaluation, we use the Kolmogorov-Smirnov test [27] to

assess the following null hypothesis: the final performance of the two return formu-

lations comes from the same distribution. The Kolmogorov-Smirnov test was chosen

because it’s a statistical test for continuous distributions and because it does not make

any prior assumptions about the distributions [27]. We use the Kolmogorov-Smirnov

test on the results of the best performing 30% of the hyperparameters and the single

best performing hyperparameters.

3.7 Implementation Details

All implementations of the methods that are discussed in this chapter were made using

Python. Libraries such as Numpy [28] and MatPlotLib [29] were used for the creation

and visualisation of the environments as well as the learning algorithms. For all the

VFA methods, the PyTorch [30] machine learning framework and Scikit-Learn’s [31]

preprocessing module was used for expanding feature vectors when polynomial basis

VFA was used. In order to run all experiments in time, we utilized the university’s

computational cluster ”Eddie”, which was accessed through the university’s VPN ser-

vice and an SSH connection.

In Table 3.1, the number of parameters that have to be optimized for each VFA

method on each task is shown. It can be seen that the feature space expands greatly

with the increase of the degree in the polynomial basis VFA. In terms of number of

parameters, the 2nd and 3rd degree polynomial basis VFA methods are actually more

complex than the deep learning VFA. This does not necessarily translate to better per-

formance, as deep neural networks are known to be able to approximate complex func-

tions with fewer training steps and fewer parameters [19].
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Task/VFA Task 1 Task 2 Task 3

Linear 24 42 303

2nd Degree Polynomial 156 168 15,453

3rd Degree Polynomial 728 504 530,553

Deep 128 126 6,428

Table 3.1: The number of parameters that need to be optimized for the VFA method on

each task
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Empirical Comparison Results

The results of the empirical comparison can be seen in the figures and tables below.

The discussion of these results is done in the following sections.

4.1 Best 30% of Hyperparameters Results

The average training curve of the best performing 30% of hyperparameter combina-

tions for task 1 can be seen in Figure 4.1 for task 2 it can be seen in Figure 4.2 and for

task 3 is can be seen in Figure 4.3.

From the results on task 1 it can be seen that there is a performance advantage

for average rewards both in terms of the average rewards acquired when the VFA has

converged as well as in terms of the time it takes for the VFA to converge. In terms

of variability of performance, between the best performing 30% of hyperparameter

combinations, it can be seen that in general, discounted returns have a wider 95% con-

fidence interval. The performance gap between the two return formulations seems to

be increasing as we increase the degree of the polynomial basis functions, but when the

deep neural network VFA is used the difference in performance is minimal. Interest-

ingly, double Q-learning does seem to stabilise the performance of regular Q-learning

when discounted returns are used but it also seems not to be performing as well as

regular Q-learning in terms of average rewards acquired at convergence. The statisti-

cal test results for task 1 (Table 4.1) also show that indeed the two return formulations

have different performance at convergence with the null hypothesis being rejected for

all experiment configurations.

The results that can be extracted from task 2 are not as clear or consistent as the

ones from task 1. This can be because of the environments increased complexity and

23
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its large negative rewards in the case of repairs (-5000) and maintenance (-500), which

in the former case stem from random environment events. In some experiment con-

figurations, such as the experiments with linear VFA, 2nd degree polynomial VFA

and deep learning VFA, the performance of the two return formulations is similar at

the point of convergence. The time needed for convergence in these configurations is

different for each return formulation, but there is no consistency in which of the two

formulations is faster to converge. In the case of the 3rd degree polynomial VFA, for

Q-Learning and Double Q-Learning, discounted returns outperform average rewards

both in terms of speed of convergence and average rewards acquired at convergence.

When SARSA and 3rd degree polynomial VFA were used, discounted returns seemed

to diverge and thus have much worse performance than average rewards. Also in that

experiment configuration, the 95% confidence interval is very large indicating much

variability in performance between the best 30% of hyperparameters. The statistical

test results for task 2 (Table 4.2), validate the qualitative observations from the training

curves, indicating that in some cases (Q-Learning with linear, 2nd degree polynomial

basis and deep learning VFA) the performance between the two return formulations is

similar and in other cases (Q-Learning and SARSA with 3rd degree polynomial ba-

sis VFA), it is not. Interestingly, in the case of Double Q-Learning with 3rd degree

polynomial VFA, the statistical test shows that the two formulations have similar per-

formance while the respective training curve in Figure 4.2, shows a large performance

gap. This disagreement could be because of the large performance variability for aver-

age rewards that is indicated by the large 95% confidence interval.

The results from the experiments on task 3 (Figure 4.3), are again not as clear and

consistent as the ones from task 1. From the experiment configurations involving linear

VFA and polynomial basis functions VFA, it can be observed that after 20 million

training steps, the VFA has not converged and thus the average rewards acquired at

the end of training are similar to the average rewards acquired at the beginning of

training. When deep Learning VFA is used, a significant improvement in the average

rewards acquired at convergence can be seen. For the linear VFA, it can be argued that

more training steps might have been needed as the performance increases sharply at

the end of training. For the 2nd and 3rd degree polynomial basis VFA it can be argued

that because of the large number of trained parameters, again more training steps are

needed in order for the VFA to converge to a well-performing value function. None

of the return formulations performs better consistently when looking at the these three

VFA methods, and no observation can be made for the speed of convergence as no
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configuration fully converged. When looking at the deep learning VFA, an advantage

of average rewards can be seen both in terms of speed of convergence and the average

rewards acquired at convergence. For both return formulations on deep learning VFA

though, the 95% interval is again very large indicating much variability in performance

across the best 30% of hyperparameters. The observations from the training curves

for task 3 are in line with the statistical test results (Table 4.3). For the first three

VFA methods, the null hypothesis is mostly accepted as the task is not solved and

performance does not improve for any of the formulations, thus remaining similar.

Interestingly, the null hypothesis is also mostly accepted for deep learning VFA. That

can be explained by the large variability in performance for each formulation, which

is similar to what was observed in the results of task 2.

The results discussed above validate the hypothesis that average rewards will have

better empirical performance than discounted returns but our findings across all tasks,

algorithms and VFA methods do not support our second hypothesis and are not as con-

sistent as the ones presented by Descause [9]. In that work, it was observed that using a

more expressive VFA made the gap of performance between the formulations smaller.

In our results, this is not consistently seen with the higher order polynomial VFA often

increasing the performance gap compared to linear VFA. As mentioned above, this

might be explained by the large number of trained parameters for the polynomial basis

VFAs.

A more consistent observation in our results is that in the cases where performance

was significantly lower for either formulation, the 95% confidence interval was large.

This indicates that there is variability in performance across the top 30% of hyperpa-

rameters, which is affecting the average training curve and can explain any differences

that can be seen in the performance. This large variability can mostly be seen with

discounted returns and across all tasks, algorithms and VFA methods. From this ob-

servation, we form the new hypothesis that the performance of discounted returns is

more sensitive to hyperparameters, and that in the case of optimal hyperparameters,

both return formulations should perform similarly.

In order to further investigate this new hypothesis, we experiment with the sin-

gle best performing hyperparameter combination for each experiment configuration

on each task. The results from such experiment show the performance when hyperpa-

rameters are close to optimal and thus should eliminate hyperparameter sensitivity as

a performance factor.
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Figure 4.1: The average training curve for the best performing 30% of hyperparameter

combinations (out of the 100 sampled) of each experiment configuration on task 1. The

shaded area around each curve represent the 95% confidence interval.

Algorithm/VFA Q-Learning SARSA Double Q-Leanring

Linear 2.9e-14 1.1e-15 2.9e-14

2nd Degree Polynomial 2.9e-14 1.6e-17 1.6e-17

3rd Degree Polynomial 8.2e-12 5.7e-13 8.2e-12

Deep 0.0065 8.7e-5 9.2e-11

Table 4.1: The results of the Kolmogorov-Smirnov statistical test for task 1 when taking

into account the average performance across the best performing 30% of hyperparam-

eters. The colour indicates whether the null hypothesis can be rejected. Red indicates

rejection of the null hypothesis and green indicates acceptance
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Figure 4.2: The average training curve for the best performing 30% of hyperparameter

combinations (out of the 100 sampled) of each experiment configuration on task 2. The

shaded area around each curve represent the 95% confidence interval.

Algorithm/VFA Q-Learning SARSA Double Q-Leanring

Linear 0.135 0.0346 1.3e-6

2nd Degree Polynomial 0.3929 0.0008 1.3e-6

3rd Degree Polynomial 5.7e-13 6.5e-9 0.0709

Deep 0.3929 0.2391 2.3e-5

Table 4.2: The results of the Kolmogorov-Smirnov statistical test for task 2 when taking

into account the average performance across the best performing 30% of hyperparam-

eters. The colour indicates whether the null hypothesis can be rejected. Red indicates

rejection of the null hypothesis and green indicates acceptance
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Figure 4.3: The average training curve for the best performing 30% of hyperparameter

combinations (out of the 50 sampled) of each experiment configuration on task 3. The

shaded area around each curve represent the 95% confidence interval.

Algorithm/VFA Q-Learning SARSA Double Q-Leanring

Linear 0.0003 0.9578 0.2391

2nd Degree Polynomial 0.9578 0.0346 0.8080

3rd Degree Polynomial 0.0003 0.2391 0.0009

Deep 0.0025 0.1350 0.1250

Table 4.3: The results of the Kolmogorov-Smirnov statistical test for task 3 when taking

into account the average performance across the best performing 30% of hyperparam-

eters. The colour indicates whether the null hypothesis can be rejected. Red indicates

rejection of the null hypothesis and green indicates acceptance
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4.2 Best Hyperparameter Results

As discussed in Section 4.1, the new hypothesis from our initial results is that average

rewards are less sensitive to hyperparameters than discounted returns. To further vali-

date this hypothesis, we can try to eliminate the hyperparameter sensitivity factor from

the experiments and investigate whether there is still a performance gap between the

two return formulations. The results from task 1, 2 and 3 can be seen in Figure 4.4, 4.5

and 4.6 respectively.

The results on task 1 show that the performance of the two formulations is very sim-

ilar. The only time where that is not observed is for the 2nd and 3rd degree polynomials

where the performance gap between the two formulations is increasing in favour of the

average rewards. This performance difference, could be because the hyperparameters

tested in this experiment setup might not be the actual best performing hyperparameters

from the 100 sampled, but randomly displayed the best performance when sampling

was performed. This can also explain why the 95% confidence interval is larger for

discounted returns in these cases. The quantitative results that can be seen in Table

4.4, show that the difference in average rewards acquired at convergence between the

two formulations is statistically significant in 50% of the experiment configurations,

which is not enough to conclude that there is any difference in performance between

the formulations. As it was observed in the previous experiment setup, when looking

at the training curve of Q-Learning and Double Q-Learning with discounted return, we

can see an increase in training stability and average rewards acquired at convergence

for Double Q-Learning. This also indicates that the difference in performance between

discounted returns and average rewards in the case of Q-Learning, could be attributed

to the overestimation bias discussed in Section 2.5.

Similarly to the previous experiment setup in Section 4.1, it is very much difficult to

draw conclusions from the results on task 2 as there is a lot of instability and variance in

performance across runs. In some cases, such as when Q-Learning is paired with linear

VFA or SARSA is paired with 2nd degree polynomial basis VFA, the final performance

of discounted returns is better than of average rewards. In other cases, such as when

SARSA is paired with linear VFA or 3rd degree polynomial basis VFA the opposite

applies. This instability is also reflected in the statistical test results (Table 4.5) where

the null hypothesis is rejected in 75% of the experiment configurations. This instability

and sub-optimal performance might have been caused by the random seeds and the

fact that, as mentioned in Section 4.1, task 2 has large negative rewards that may easily
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skew the average reward acquired downwards. Also, another cause could again be that

the hyperparameters used in these configurations were not the actual best performing.

On task 3, similarly to the results of task 1, the results are much more easily inter-

pretable. In most cases, the performance difference between the two formulations in

terms of average rewards acquired at convergence is minimal except for when Double

Q-Learning was paired with deep learning VFA, when SARSA was paired with poly-

nomial basis functions and when Q-Learning was paired with 3rd degree polynomial

basis VFA. Neither of the two formulations was performing better consistently across

these four experiment configurations, indicating that it could be again because non-

optimal hyperparameters were chosen, as discussed previously. These observation are

supported by the statistical test results (Table 4.6) which show that in the majority of

the experiment configurations, the null hypothesis is accepted.

Overall, the results from these experiments seem to contradict our initial hypothe-

ses but actually support our new hypothesis that was formed in Section 4.1. Indeed,

when hyperparameter variability was removed across runs of the same experiment con-

figuration, the difference in acquired reward at convergence between the two formu-

lations was significantly reduced or even statistically eliminated. By comparing the

results from the statistical tests across the two experiment setups, we can also see

that the null hypothesis is accepted more often when the hyperparameter variability is

removed than when the performance of multiple hyperparameters is averaged. The ob-

servation that when hyperparameters are optimal, then the difference in performance

across return formulations also validates the theoretical arguments made by Tsitsiklis

and Van Roy [5] who argued that discounted return should perform similar to average

rewards under the conditioned that the hyperparameters are tuned.

In order to further investigate and validate that our new hypothesis from Section

4.1 is correct, in Section 4.3 the distribution of the average reward acquired when the

VFA has converged will be investigated for both return formulation on all experiment

configurations.
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Figure 4.4: The training curve for the single best performing hyperparameter combina-

tion (out of the 100 sampled) of each experiment configuration on task 1. The shaded

area around each curve represent the 95% confidence interval.

Algorithm/VFA Q-Learning SARSA Double Q-Leanring

Linear 0.1678 0.7869 0.4175

2nd Degree Polynomial 0.0002 0.0002 0.1678

3rd Degree Polynomial 0.0002 0.0123 0.0002

Deep 1.082e-5 0.1678 0.0524

Table 4.4: The results of the Kolmogorov-Smirnov statistical test for task 1 when tak-

ing into account the performance of the single best performing hyperparameters. The

colour indicates whether the null hypothesis can be rejected. Red indicates rejection of

the null hypothesis and green indicates acceptance
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Figure 4.5: The training curve for the single best performing hyperparameter combina-

tion (out of the 100 sampled) of each experiment configuration on task 2. The shaded

area around each curve represent the 95% confidence interval.

Algorithm/VFA Q-Learning SARSA Double Q-Leanring

Linear 0.0002 1.082e-5 0.0123

2nd Degree Polynomial 0.0002 0.0002 0.0123

3rd Degree Polynomial 0.9944 1.082e-5 0.0021

Deep 0.7869 0.0123 0.7869

Table 4.5: The results of the Kolmogorov-Smirnov statistical test for task 2 when tak-

ing into account the performance of the single best performing hyperparameters. The

colour indicates whether the null hypothesis can be rejected. Red indicates rejection of

the null hypothesis and green indicates acceptance
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Figure 4.6: The training curve for the single best performing hyperparameter combina-

tion (out of the 100 sampled) of each experiment configuration on task 3. The shaded

area around each curve represent the 95% confidence interval.

Algorithm/VFA Q-Learning SARSA Double Q-Leanring

Linear 0.1678 0.7869 0.1678

2nd Degree Polynomial 0.0524 0.0021 0.0524

3rd Degree Polynomial 0.0021 0.0123 0.0524

Deep 0.4175 0.0524 0.0123

Table 4.6: The results of the Kolmogorov-Smirnov statistical test for task 3 when tak-

ing into account the performance of the single best performing hyperparameters. The

colour indicates whether the null hypothesis can be rejected. Red indicates rejection of

the null hypothesis and green indicates acceptance
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4.3 Hyperparameter Sensitivity

As it was discussed in Sections 4.1 and 4.2, the performance advantage in favour of

average rewards that was observed with our initial experiment setup and in the results

of Descause [9], seems to be significantly reduced when near optimal hyperparam-

eters are used for each return formulation. This observation goes against our initial

hypotheses but supports the new hypothesis that was formulated in the end of Section

4.1. Our new hypothesis states that average rewards are less sensitive to hyperparam-

eters than discounted returns, and that is why a performance difference is seen when

averaging the best performing 30% of hyperparameter combinations. In order to fur-

ther validate this hypothesis we will investigate the distribution of the average rewards

acquired at convergence for both return formulations. The spread of the distribution

will show whether a distribution is sensitive to hyperparameters. Thus, we expect the

performance distribution of the average rewards to be more narrow and be centred at a

higher average reward than the distribution of discounted returns.

The histograms from task 1 (Figure 4.7) indeed show that the distribution is more

narrow and positioned on higher rewards in the case of the average rewards formula-

tion. This shows that when average rewards are used as the return formulation, differ-

ent hyperparameter combinations have a similar, high performance at convergence. On

the other hand, when discounted returns are used, some hyperparameters achieve high

performance but the similarity in performance between the different hyperparameters

is not as great, thus lowering the overall average performance.

The same results can mostly be seen in the histograms from task 2 (Figure 4.8).

In most cases, the average rewards formulation’s distribution is more narrow and cen-

tred higher than the distribution of discounted returns. An exception to this is when

Q-Learning is paired with 3rd degree polynomial basis VFA, which reflects the ob-

servation from the training curve of the same experiment configuration in Figure 4.2.

This exception, can be again justified by the large negative rewards of task 2, which

are often received after random environment events (such as a production failure).

The histograms from task 3 (Figure 4.9) are more difficult to parse than the ones

from task 1 and task 2 mainly because the first three VFA methods had trouble solving

the task and thus the distributions are centered similarly on low scores. In the case

of deep learning VFA, the distributions for the average reward formulation are signif-

icantly more narrow and centered towards higher values than the distributions for the

discounted return formulation. This is again in line with what was expected and what
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was seen for the previous tasks.

Overall, the results that can be extracted from the performance distributions of

both formulations are in line with our expectations. The results fully support our new

hypothesis that average rewards are less sensitive to hyperparameters than discounted

returns, as their distributions were more compact and overall centred on higher reward

values. This, along with the results from Section 4.2, provide good evidence in favour

of our new hypothesis. These results also provide some explanation for the results of

Descause [9] and of Section 4.1, where a significant difference in performance between

the two return formulations was seen.

Figure 4.7: Final performance histograms for the best performing 30% of runs of each

experiment configuration on task 1 (average rewards: top, discount returns: bottom)
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Figure 4.8: Final performance histograms for the best performing 30% of runs of each

experiment configuration on task 2 (average rewards: top, discount returns: bottom)
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Figure 4.9: Final performance histograms for the best performing 30% of runs of each

experiment configuration on task 3 (average rewards: top, discount returns: bottom)



Chapter 5

Conclusions

In this dissertation, we empirically compared the performance of average rewards and

discounted returns in complex environments that required the use of VFA. Our investi-

gation was setup to answer our research question: Is there a difference in the empirical

performance of the two formulations and why do we see performance differences in

practice?

We started with hypotheses that were motivated by previous empirical work done

by Schwartz [8], Mahadevan [7] and Descause [9]. Our first hypothesis was that av-

erage rewards would have better performance than discounted returns in terms of the

average rewards acquired at convergence and the speed of convergence. Our second

hypothesis was that the difference in performance would be because of the difference

in the difficulty of action-value estimation for each return formulation. Our results

from our first experiment, where we looked at the training curves of the best perform-

ing 30% of hyperparameter combinations out of all sampled, partially supported our

hypotheses and they were not entirely matching the results of Descause [9]. Our re-

sults did indeed show a difference in performance between formulations, which was

statistically validated using the Kolmogorov-Smirnov test. The performance difference

was in favour of average rewards but it did not get smaller as the VFA complexity was

increased. This latter observation, along with the observation that the 95% confidence

interval on discounted returns was often larger than on average rewards, motivated the

formulation of a new hypothesis. The new hypothesis attributed the performance dif-

ference to hyperparameter sensitivity and proposed that when optimal hyperparameters

are chosen, both formulations should acquire similar average rewards at convergence

and converge at the same speed. We then experimented with the single best perform-

ing hyperparameter combinations out of all sampled and observed that in many cases

38
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the performance of the two formulations was similar, which we again statistically val-

idated using the Kolmogorov-Smirnov test. Our third and final experiment setup, at

which the average reward acquired distributions were examined for each formulation,

also supported our new hypothesis with the distribution of average rewards being more

narrow and on higher values than the one of discounted returns.

A drawback of our investigation concerned the optimality of the hyperparameters

chosen as the best performing ones in our second experiment setup. This is what

mainly caused the instability of some results in Section 4.2, which prevented us from

drawing conclusions from these results. This problem was caused by only training

once with each hyperparameter combination when hyperparameter random sampling

was performed. Because of that, the final performance may have been influenced pos-

itively by random environment events which could have made some hyperparameter

combinations appear as the best performing ones while in reality they were not. Addi-

tionally, another drawback involved the number of sampled hyperparameter combina-

tions for experiments on task 3, which was 50. Given the large range from which we

sampled hyperparameters, 50 samples are too little for near-optimal hyperparameters

to be found.

To conclude, our experimental results indicate that indeed a performance differ-

ence can be seen between the two return formulations. This performance difference

though is because of the difference in hyperparameter sensitivity. With near optimal

hyperparameter tuning, the two formulations should perform similarly. We believe that

this work can be further extended by using more tasks, sampling more hyperparameter

combinations (especially in the case of experiments on task 3) and training with each

sampled hyperparameter combination multiple times. Also, experimentation with dif-

ferent VFA methods, especially with ones that have no exploding feature space (like

polynomial basis functions do), would be a worthwhile addition.
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Appendix A

Appendix A: Learning Algorithms

Pseudocode

Algorithm 1 Q-Learning with discounted returns

Initialize Q(s,a), for all s ∈ S, a ∈ A, arbitrarily

Initialize S

while current step < maximum steps do
Choose A from S using ε-greedy policy on Q

Take Action A, observe R and S′

Q(S,A)← Q(S,A)+α[R+ γ∗maxa Q(S′,a)−Q(S,A)]

S← S′

end while

Algorithm 2 SARSA with discounted returns

Initialize Q(s,a), for all s ∈ S, a ∈ A, arbitrarily

Initialize S

Choose A from S using ε-greedy policy on Q

while current step < maximum steps do
Take Action A, observe R and S′

Choose A′ from S′ using ε-greedy policy on Q

Q(S,A)← Q(S,A)+α[R+ γ∗Q(S′,A′)−Q(S,A)]

S← S′, A← A′

end while

44
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Algorithm 3 Double Q-Learning with discounted returns

Initialize QA(s,a) and QB(s,a), for all s ∈ S, a ∈ A, arbitrarily

Initialize S

while current step < maximum steps do
Choose A from S using ε-greedy policy on QA and QB

Take Action A, observe R and S′

Choose randomly either UPDAT E(A) or UPDAT E(B)

if UPDAT E(A) then
a∗ = argmaxaQA(S′,a)

QA(S,A)← QA(S,A)+α[R+ γ∗QB(S′,a∗)−QA(S,A)]

else
a∗ = argmaxaQB(S′,a)

QB(S,A)← QB(S,A)+α[R+ γ∗QA(S′,a∗)−QB(S,A)]

end if
S← S′

end while
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Appendix B: Hyperparameter Samples
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Figure B.1: Randomly sampled hyperparameters for average rewards on task 1
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Figure B.2: Randomly sampled hyperparameters for discounted returns on task 1
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Figure B.3: Randomly sampled hyperparameters for average rewards on task 2
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Figure B.4: Randomly sampled hyperparameters for discounted returns on task 2
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Figure B.5: Randomly sampled hyperparameters for average rewards on task 3
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Figure B.6: Randomly sampled hyperparameters for discounted returns on task 3
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